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Speech and Audio in MAI

Why? 
How? 
What?
Where? 



Excellent survey paper
Baltrusaitis et al. Multimodal Machine Learning: A Survey and 
Taxonomy. TPAMI 2019











And more importantly, we will miss out a lot 
of fun applications/use-cases



Key Speech problems



Multimodal processing has transformed 
Speaker Recognition



Some basics to help my argument



Another example sound signal



Spectrogram

Spectrogram of a piecewise 
monochromatic signal.

Lighter color indicates 
greater DFT magnitude



Spectrogram



Wave as a combination of sine waves



Utterance of word zero



Transforming speaker verification/identification



VoxCeleb: automated data collection



SyncNet

J. S. Chung and A. Zisserman, “Out of time: automated lip sync in the wild,” in Workshop on Multi-view Lip-reading, ACCV, 2016.

Solves three tasks
• Determining the lip-sync 

error in videos 
• Detecting the speaker in a 

scene with multiple faces
• Lip reading



VoxCeleb performance 



Transformation through transformers



Transformers and Self-Supervision

1. Shared pool of architectural insights
• Models like HuBERT, wav2vec 2.0, and Whisper borrow architectural insights 

(e.g., Transformers, masked modeling) from NLP

2. Language Models Enhance ASR Decoding
• Leads to better handling of rare words, disfluencies, and long-range 

dependencies



Hubert



Hubert (speech resynthesis)

Polyak et al. Speech Resynthesis from Discrete Disentangled Self-Supervised Representations. Interspeech 2021



Wav2Vec 2.0



Wav2Vec 2.0

Baevski, Alexei, et al., 2020

Latent Feature Encoder (CNN)
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https://proceedings.neurips.cc/paper_files/paper/2020/file/92d1e1eb1cd6f9fba3227870bb6d7f07-Paper.pdf


Whisper
• Trained on 680K hours of 

multilingual, multitask web 
data

• Robust to accents, noise, 
and technical terms

• Supports multilingual 
transcription and 
translation to English

• Whisper doesn't 
outperform models on 
LibriSpeech but is 
significantly more robust in 
zero-shot settings, with 50% 
fewer errors across varied 
datasets.



Thinking multimodal, opens-up possibilities



ParrotTTS
Vocal learning forms the first phase of infants starting to 

talk (Locke, 1996, 1994) by simply listening to 
sounds/speech. It is hypothesized (Kuhl and Meltzoff, 
1996) that infants listening to ambient language store 

perceptually derived representations of the speech sounds 
they hear, which in turn serve as targets for the production 
of speech utterances. Interestingly, in this phase, the infant 
has no conception of text or linguistic rules, and speech is 
considered sufficient to influence speech production (Kuhl 

and Meltzoff, 1996) as can parrots (Locke, 1994).
Shah et al. ParrotTTS: Text-to-speech synthesis exploiting disentangled self-supervised representations. EACL Findings 2024



Encoder Decoder



Encoder Decoder

Have a great day!



ParrotTTS

Shah et al. ParrotTTS: Text-to-speech synthesis exploiting disentangled self-supervised representations. EACL Findings 2024



ParrotTTS



ParrotTTS



Lip Reading

Sahipjohn et al. RobustL2S: Speaker-Specific Lip-to-speech Synthesis exploiting Self-Supervised Representations. APSIPA 2023



Lip2Wav

Rudrabha et al. Learning Individual Speaking Styles for Accurate Lip to Speech Synthesis. CVPR 2020



Lip2Wav

Rudrabha et al. Learning Individual Speaking Styles for Accurate Lip to Speech Synthesis. CVPR 2020



RobustL2s

Sahipjohn et al. RobustL2S: Speaker-Specific Lip-to-speech Synthesis exploiting Self-Supervised Representations. APSIPA 2023



RobustL2S



RobustL2S

Sahipjohn et al. RobustL2S: Speaker-Specific Lip-to-speech Synthesis exploiting Self-Supervised Representations. APSIPA 2023



StethoSpeech



StethoSpeech



Tongue Ultrasound to speech 

Prediction

Ground Truth



Many fun/useful ideas and possibilities



Wav2Lip

Prajwal et al. A Lip Sync Expert Is All You Need for Speech to Lip Generation In the Wild. ACM Multimedia 2020



Sync.so





Avatars: Synthesia and others



Visual microphone

Davis et al. The Visual Microphone: Passive Recovery of Sound from Video. ACM Transactions on Graphics. 2014



Visual microphone

Davis et al. The Visual Microphone: Passive Recovery of Sound from Video. ACM Transactions on Graphics. 2014



Automated Cinematography

Original (Wide Angle Static) Edited

Moorthy et al. GAZED - Gaze-guided Cinematic Editing of Wide-Angle Monocular Video Recordings. CHI 2020
Girmaji et al. EditIQ: Automated Cinematic Editing of Static Wide-Angle Videos via Dialogue Interpretation and Saliency Cues. IUI 2025



https://research.google.com/audioset/

AudioSet



CLAP model

Yusng et al. Large-scale Contrastive Language-Audio Pretraining with Feature Fusion and Keyword-to-Caption Augmentation. ICASSP 2023



Multimodal distillation

Aytar et al. SoundNet: Learning Sound Representations from Unlabeled Video. Neurips 2016



Thank you!


